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Abstract: We report molecular dynamics and free energy perturbation simulations aimed at studying the binding of CO2 with 
human carbonic anhydrase II (HCAII). We first describe a novel approach by which metal ions can be realistically incorporated 
into molecular mechanical force fields, by simply using electrostatic potential derived point charges. These charges better 
represent the active site environment and eliminate the large electrostatic interactions that result from the use of formal charges 
(e.g. +2 for zinc) for metal ions. From our molecular dynamics simulations we have identified two CO2 binding sites. The 
first binding pocket is about 3-4 A away from the zinc ion (Zn-C distance) and is surrounded by VaI 121,143,207, Trp 209, 
Leu 198, His 119, Thr 199, and the residue consisting of Zn-OH. The second pocket is about 5-6 A away from zinc and 
is formed by His 64,94,96, Ala 65, Asn 244, Tyr 7, Phe 93, and Thr 200. Further analysis of the MD trajectories yields information 
regarding the fluctuations of a CO2 molecule bound in these two sites and the conformational flexibility of His 64. Using 
free energy perturbation techniques we have also evaluated the absolute free energies of binding for these two sites. The pocket 
closer to the zinc ion has a higher affinity for CO2 than does the more remote site. The calculated binding energies are -3.37 
±1.14 and -2.17 ± 0.83 kcal/mol, respectively. Our computed free energies of binding are in reasonable agreement with 
the experimental value (-2.2 kcal/mol), but importantly our computed values indicate that the closer of the two pockets has 
a higher affinity for CO2. These observations as well as the proximity of CO2 to the functionally important zinc ion suggest 
that the closer site is catalytically important, while the second site serves to increase the surface area by which a CO2 molecule 
is recognized and bound by HCAII. By taking advantage of both molecular dynamics and free energy perturbation techniques 
new insights into the dynamics and energies of protein-substrate interactions can be readily obtained. 

Introduction 
The precise way in which a substrate molecule interacts and 

then binds to its protein host is very difficult to characterize, but 
it is crucial to have this knowledge in order for us to extend our 
understanding of protein structure and function.' Kinetics has 
given us free energies, in the form of binding constants, for the 
association of an inhibitor or substrate molecule with a protein.1 

This allows us to build up an "energetic database" which provides 
us with information that correlates the structure (or a structural 
feature) of an inhibitor or substrate molecule with binding efficacy. 
This is turn gives us information regarding the disposition of 
residues in the active site of an enzyme. X-ray crystallography 
has provided us with numerous insights into protein-ligand in­
teractions by providing us with information regarding the spatial 
interaction of an inhibitor or a substrate molecule with its protein 
host.2 Modern NMR techniques are providing us with this same 
sort of information.3 Furthermore, modern theoretical techniques, 
such as molecular dynamics (MD)4 and MD free energy per­
turbation (MDFEP) simulations4'5 have started to provide us with 
both structural and energetic information regarding protein-
substrate interactions. Herein, we present results from MD and 
MDFEP simulations that probe the noncovalent interaction of 
the substrate molecule CO2 with its protein host, human carbonic 
anhydrase II (HCAII). The combined use of these two types of 
simulations allows us to provide both qualitative structural and 
energetic insights into C02 /HCAII interactions. 

HCAII is a small monomeric protein consisting of 260 residues 
with a total molecular weight of about 30 kd. The zinc ion in 
all known carbonic anhydrases is of catalytic importance.6 The 
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coordination of the zinc ion is to three histidines, His 94,96,119.6^ 
The fourth coordination site is occupied by a water molecule in 
the low-pH form of the enzyme (<7), while in the high-pH form 
this site is occupied by hydroxide ion.6"9 There is a potential fifth 
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coordination site that may or may not be occupied depending on 
the identity of the moiety occupying the fourth coordination site.6'9 

Hydrogen bound to the zinc bound water (or hydroxide) is the 
hydroxyl oxygen of Thr 199, which is itself hydrogen bound, via 
its hydroxyl hydrogen, to GIu 106.6"9 The only known physio­
logical role that this protein has is the conversion of CO2 into 
bicarbonate or vice versa. 

The catalytic mechanism of HCAII has been studied in detail.6"* 
The following observations were crucial in developing the catalytic 
cycle given in Scheme I: (1) The catalysis is dependent on a group 
whose p7?a is around 7 . w After much debate it was decided that 
a zinc-bound water satisfied this criteria.6-9 (2) The rate-limiting 
step for maximal velocity at high buffer concentration is an in­
tramolecular proton transfer between a zinc-bound water and a 
residue in the active site. The identity of the residue that serves 
this function is thought to be His 64.6^ (3) The intermolecular 
proton transfer between protonated His 64 and the surrounding 
milieu depends on the concentration of buffers in the surrounding 
medium. At low buffer concentrations this step is rate limiting, 
while at high buffer concentrations this step is not and (2) above 
is. These observations suggest that buffers play a crucial role in 
CA activity.6-9 (4) Finally, the mechanism follows ping-pong 
kinetics where the hydration of CO2 (1 -* 4 below) and proton 
transfer steps (4 -* 1) are kinetically distinct.6"9 The first step 
in the catalytic mechanism is the introduction of CO2 into the 
active site of the zinc-hydroxide form of the enzyme (1 -* 2) 
followed by the hydration of CO2 via an innersphere mechanism6 

to form the zinc-bicarbonate intermediate (2 -* 3). Water then 
displaces the bicarbonate ion to form the zinc-water form of the 
enzyme (3 -* 4), which then undergoes an intramolecular proton 
transfer to His 64 which forms 5. This intermediate next transfers 
its proton to a buffer or water molecule in the surrounding milieu. 
Numerous other mechanisms have been proposed,6 but all re­
maining mechanisms that fit the experimental evidence are var­
iations on this theme, bar one. One mechanism that is significantly 
different than that given above, but cannot be ruled out, is the 
proton shuttle mechanism of Kannan et al.7,8 The zinc ion still 
has a similar role, but the proton is not shuttled out of the active 
site via His 64. Instead, this mechanism involves the active site 
residues Thr 199 and GIu 106 in a proton relay. The one drawback 
of this mechanism, though, is that it requires the activity linked 
group whose pATa is around 7 to be GIu 106. The p#a of a glutamic 
acid is normally around 4.5, but highly perturbed p/?a's for glu­
tamic acids have been observed.1 The present paper will focus 
on 1 -» 2, which is specifically the recognition and binding of the 
substrate molecule CO2 for subsequent conversion into bicarbonate. 

Substrate interactions with the HCAII active site are still not 
well-understood.10-14 On the basis of NMR studies10"13 it is 
thought that binding of bicarbonate occurs at the zinc ion, while 
on the basis of NMR10"12 studies the CO2 binding site has been 
found anywhere from 3.6 to 9.7 A (distance for Zn to CO2 carbon) 
away from the zinc ion and IR14 studies were interpreted as 
indicating that CO2 is not directly coordinated to the zinc ion. 
These experiments10-11'13 suggest that CO2 is not covalently bound 
to the zinc ion. The tertiary structure of HCAII with water 
molecules in its active site has been solved to 2.0-A resolution.7-9 

The crystallographic results indicate that there are eight water 
molecules in the HCAII active site, which are ordered. One water 
molecule was found to be directly bound to the zinc ion, another, 
which is referred to as the "deep" water, is at the bottom of the 
active site in a region that is "possibly involved in substrate and 
inhibitor binding",9 the rest of the water molecules are hydrogen 
bonded to various other residues and water molecules present in 
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the active site.9 The active site region of HCAII is unique in that 
it is very deep (~ 15 A) and wide (~ 15 A); furthermore, the active 
site is divided into a hydrophobic half and a hydrophilic half.6-9,15 

The goal of the present research was to study CO2 binding in 
the zinc-hydroxide (high pH) form of HCAII,6 which is the form 
of the enzyme that reacts with CO2. 

Computational Procedure 

The MD simulations were carried out with use of the MD module 
from the AMBER suite of programs. The AMBER16 potential function 
was used throughout and its form is given below in eq 1. The first three 
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terms represent the "bonded" interactions present in a molecule, namely 
the bond, angle, and torsion interactions. The bond and angle interac­
tions are represented by a quadratic potential, while the torsional inter­
actions are represented by a truncated Fourier series. Kx (where X -
r, 6) is the force constant for the bond or angle, while X^ is the exper­
imentally observed equilibrium bond length or angle associated with force 
constant Kx. X is the calculated value for the bond or angle. Vn, n, 4>, 
and 7 represent the torsional barrier, the periodicity, the calculated 
dihedral angle, and, finally, the phase. The next five terms represent the 
"nonbonded" interactions in a molecule and they are the Lennard-Jones 
(the Rtf

n - R1J-* or 6-12 terms), the hydrogen bond (the 10-12 term), 
and the electrostatic interactions. R11 is the distance between atoms /' and 
j , RIJ* and etf are parameters that define the shape of the Lennard-Jones 
potential for the interaction between atoms / and j , Cy and Dtj define the 
shape of the hydrogen bond potential, q, and qs are the atomic point 
charges for atoms / and j , and c is the dielectric constant. 1 /VDWSM,e 

and l/EELscale are scaling factors for the 1-4 electrostatic and van der 
Waals terms. In the next paragraph we discuss how the necessary pa­
rameters were determined. 

The three histidines around the zinc ion used the all-atom represent­
ation, while the rest of the protein used the united-atom representation.16 

The zinc ion was incorporated into the force field by first carrying out 
MNDO'7 ESP18 calculations of (imidazole)3Zn-OH+1.n This resulted 
in a charge on zinc of +0.5 with the remainder of the net +1 charge being 
dispersed on the zinc ligands. The point charges used are given in 
Scheme II. The resulting point charges were then incorporated into the 
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96, GIu 106, His 119, Thr 199, Thr 200. 
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Table I. Parameters Derived for This Study' 

Nonbonded Parameters 
atom type R* e 
Zn 1.1 0.0125 
OZ 1.768 0.152 
HZ 1.0 0.0 
CO 1.4 0.18 
OC 1.9 0.13 

Bond Parameters 
bond type r^, A K7, kcal/(mol A2) 
Zn-NB 2.05 A 40.0 
Zn-OZ 1.80 94.0 
OZ-HZ 0.96 553.0 
CO-OC 1.162 1116.0 

Angle Parameters 
angle type 
NB-Zn-NB 
CR-NB-Zn 
CC-NB-Zn 
CV-NB-Zn 
Zn-OZ-HZ 
NB-Zn-OZ 
OC-CO-OC 

0«,, deg 
109.5 
126.0 
126.0 
126.0 
126.0 
109.5 
180.0 

KB, kcal/(mol rad2) 
20.0 
20.0 
20.0 
20.0 
100.0 
20.0 
41.0 

Torsion Parameters 
torsion type Vn, kcal/mol y, deg 
X-Zn-OZ-X 0.0 0.0 
X-Zn-NB-X W) OO 

"The atoms labels are as follows: Zn, zinc ion; OZ, oxygen bound to 
zinc; HZ, hydrogen bond to OZ; NB, nitrogen atom of a histidine 
bound to zinc; CV, CR, CC, carbon atoms in the five-membered histi­
dine ring; OC, carbon dioxide oxygen; CO, carbon dioxide carbon. 

AMBER force field. This model of the point charges for the zinc ion 
and its associated ligands works significantly better than models which 
treat the zinc ion and the hydroxide ion as having net charges of +2.0 
and -1.0, respectively. Short MD simulations (18 psc) using our charge 
model and the latter charge model (in conjunction with the parameters 
listed in Table I) demonstrated that the former charge model retained 
the structure of the active site, while the latter predicted that the coor­
dination of the zinc ion was octahedral and not tetrahedral as has been 
determined experimentally.6"9 Thus, our approach to the incorporation 
of metal ions is capable of reproducing the structure of the active site in 
HCAIl, while a model in which charges are assigned by using a more 
formalistic approach are not. The zinc Lennard-Jones parameters were 
obtained by varying them until Zn 2 + -CO 2 and Zn 2 + -H 2O interaction 
energies and geometries computed by using ab initio techniques were 
reproduced." The Lennard-Jones parameters for the hydroxide ion 
bound to zinc were taken directly from the T1P3P water model.20 The 
bond and angle parameters between the zinc ion and its ligands were 
obtained from experimental force constants and from MNDO geometry 
optimizations of the (imidazole)3Zn-OH+ fragment.21 For example, the 
zinc to nitrogen bond force constant in Zn(NH3V+ has been determined 
to be 0.54 mdyn/A which corresponds to about 40 kcal/(mol A2), which 
is the value we used in our force field. For the N-Zn-N force constant 
the experimental value is 0.018 mdyn/A which corresponds to 5 kcal/ 
(mol rad2); however, we used a slightly larger value (20 kcal/(mol rad2)) 
in our force field in order to bring it into line with the values used to 
successfully reproduce the structure of other transition-metal complexes 
using molecular mechanics.21b The barrier height for the torsions around 
the Zn-O and Zn-N bonds were all chosen to be 0.0 kcal/mol as has 
been used in previous work on transition-metal complexes.21b The CO2 

bond and angle parameters were taken from the literature,22 and the point 
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man, B., Ed.; Reidel: Dordrecht, The Netherlands, 1979; p 67. 
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25, 352. Sacconi, L.; Sabatini, A.; Gans, P. lnorg. Chem. 1964, 3, Mil. 
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K. Infrared and Raman Spectra of Inorganic and Coordination Compounds; 
Wiley: New York, 1978. Jones, L. H. Inorganic Vibrational Spectroscopy; 
Marcel Dekker: New York, 1971. (b) Hancock, R. D. Prog. Inorg. Chem. 
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charges were taken from 6-3IG*23 ESP calculations (qQ = 0.908, q„ = 
-0.454).24 The Lennard-Jones parameters were chosen such that they 
reproduced the solvation free energy of CO2

25 and 6-3IG* C02-water 
interaction energies. The parameters derived for the present work are 
given in Table I. 

In order to identify CO2 binding sites in HCAII using MD simulations 
we need to generate guess starting structures. These were generated by 
model building CO2 into locations that were less than 10 A away from 
the zinc ion. In order to cover this region as best as possible we generated 
ten starting configurations that covered the wide range of environments 
presents within 10 A of the zinc ion.15 The structures were generated 
in the following way: For the first structure we placed the CO2 near a 
pocket that we identified from van der Waals surfaces overlaid on the 
surface of the HCAII active site. This pocket consisting of His 64,94,96, 
Ala 65, Asn 244, Tyr 7, Phe 93, and Thr 200 and was later found to be 
a CO2 binding site. From this site we model built four more sites by 
simply moving the CO2 molecule around the surface of the active site in 
a circular fashion. In this way we "ringed" the active site at a distance 
of about 10 A from the zinc ion. The next starting structure placed a 
CO2 molecule near the zinc ion (about 2.0 A) and in between His 119 
and His 94, which are two of the zinc-bound histidines. Moving the CO2 

molecule slightly put it into the "deep-water" pocket (VaI 121,143,207, 
Trp 209, Leu 198, His 119, Thr 199 and the residue consisting of Zn-
OH), which generated the next structure. Moving along the "lip" (VaI 
121,143, and 207) of the deep-water pocket toward the exit of the active 
site we generated the eighth starting structure. The final two guess 
structures were generated by placing the CO2 molecules in sites that were 
in the center of the active site. While ten starting sites might not be a 
"statistical" representation of the surface of the active site we expect that 
we are sampling enough of the region of interest to have confidence in 
the binding sites we might observe. Furthermore, we have carried out 
MD simulations of 9 ps on each structure, as described below, and we 
expect that a total of 90 ps of sampling around the zinc ion in the active 
site will sample a large, statistically significant, portion of this region. 
An alternative method by which small molecule binding sites can be 
located in enzymes has been described by Elber and Karplus,26 but we 
have not used that approach here. 

The starting structures for the MD simulations were first minimized 
fully to remove any bad intermolecular contacts. These structures were 
then solvated with a 22-A sphere of T1P3P20 water molecules, which was 
centered at the zinc ion in the HCAII active site. Any water molecules 
that came within 2.4 A of a protein atom were removed. This resulted 
in about 300 water molecules solvating the active site of the protein. The 
water molecules were kept in this sphere with the use of harmonic re­
straining forces (0.5 kcal/(mol A)), which are applied to any water 
molecule that strays out of the sphere. The simulations were kept at 298 
K by coupling to a temperature bath.27 All residues within 15 A of the 
zinc ion were permitted to move during the course of the simulation as 
were all water molecules, while residues lying outside this region were 
held fixed. SHAKE28 was used to constrain bond lengths at their 
equilibrium value and a timestep of 1.5 fs was employed. The nonbonded 
pairlist had a cutoff of 10 A, was updated every 50 timesteps, and a 
constant dielectric of one was used throughout. The equilibration period 
was 9 ps. After this period of time the final structure was examined 
graphically to determine whether or not the simulation should be con­
tinued. Examination of all ten structures that were generated after 9 ps 
of simulation time clearly indicated that there were only two regions that 
one could describe as CO2 binding sites. These were the deep-water site 
(eight of the initial coordinates led to this site) and the pocket consisting 
of His 64,94,96, Ala 65, Asn 244, Tyr 7, Phe 93, and Thr 200 (two sets 
of initial coordinates gave this site). No other unique binding pockets 
were located with this procedure. Two of the initial simulations were then 
carried out for a total of 126 pc each and these were started from the first 
set of coordinates we generated (as described in the paragraph above) 
and the structure in which the CO2 was initially bound in the deep-water 
pocket. Since all other simulations had resulted in situations where CO2 
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Chirlian, L. E.; Franci, M. M. J. Comput. Chem. 1987, 8, 894. Singh, U. 
C; Kollman, P. A. J. Comput. Chem. 1984, 5, 129. 

(25) Wilhelm, E.; Battino, R.; Wilcock, R. J. Chem. Rev. 1977, 77, 219. 
(26) Elber, R. Personal communication. Elber, R.; Karplus, M. J. Am. 

Chem. Soc. In press. Elber, R.; Karplus, M. Proteins. In press. 
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Table II, ZnOH-CO2 Distances and a ZnOH-His 64 Distance" 

nl* 
C-OZ 
Zn-C 
Zn-Ol 
Zn-02 
OZ-HND 
n 2 ' 
C-OZ 
Zn-C 
Zn-Ol 
Zn-02 
OZ-HND 

min, A 

2.52 
3.32 
2.82 
3.76 
5.46 

2.97 
3.47 
3.22 
3.32 
8.14 

max, A 

4.28 
5.57 
5.86 
6.20 
11.90 

6.90 
6.76 
7.32 
7.31 
12.78 

<Q>.A 

3.09 ± 0.88c 

4.15 ± 1.13 
3.85 ± 1.52 
4.77 ± 1.22 
9.21 ± 3.22 

5.55 ± 1.97 
4.93 ± 1.65 
4.99 ± 2.05 
5.10 ±2.0 
10.56 ± 2.32 

"The atom labels are as follows-C02: 01, 02, C; R3Zn-OH: Zn, 
OZ, HZ; Thr 199, His 64: the hydrogen atom bound to NDl is HND. 
*Run 1 started from the coordinate set where the CO2 was in the 
deep-water pocket and covered 126 ps. 'The ± values indicate the 
total range of the fluctuations of these distance (i.e. (max - min)/2). 
''Run 2 started from the first coordinate set described in the simulation 
protocol section and it covered 126 ps. 

was bound in regions very close to either of these two pockets we did not 
extend these simulations further because we felt that they would give 
redundant information. Every 100 timesteps energies and coordinates 
were saved for later study. Every 18 ps a coordinate and velocity set was 
saved for later use as a starting structure for our free energy perturbation 
simulations. 

The simulation protocol used for the MDFEP simulations on the 
enzyme was identical with that used for the MD simulations. The free 
energy evaluations were done using the slow growth procedure.5 The 
simulations were started from a total of six different starting coordinate 
sets. For the case where the CO2 is bound close to the zinc ion (4 A) 
three coordinate and velocity sets from the MD simulation were used. 
These sets were saved after 90, 108, and 126 ps of total MD simulation 
time (times do not include 9 ps equilibration time). For the second pocket 
the same approach was adopted. Each of the MDFEP simulations were 
only done in the forward direction (disappearing CO2) and covered a total 
of 45 ps each. The reason for carrying out the simulations only in the 
forward direction was due to the observation that at the last step when 
CO2 was turned into a set of three "dummy atoms" it tended to become 
embedded in the protein matrix, which when it reappeared resulted in 
free energies of binding that were not indicative of the binding pockets 
that we were studying. In our opinion running the simulation from widely 
separated starting structures is the best way to proceed in this case. The 
determination of the free energy of solvation for CO2 was done in an 
analogous fashion. Constant temperature (298 K) and pressure (1 atm) 
conditions were employed with periodic boundary conditions.27 SHAK-
E28 was used in conjunction with a timestep of 1.5 fs. The nonbonded 
pairlist had a cutoff of 8 A and was updated every 50 timesteps, and a 
constant dielectric of one was used throughout. The equilibration period 
was 27 ps. A MD simulation of 36 ps more was carried out to generate 
two more sets of coordinates and velocities, which were used as starting 
points for our MDFEP simulations. Thus, three separate MDFEP sim­
ulations were carried out for the determination of the free energy of 
solvation for CO2. The three separate simulations started from the 
equilibrated structure and the 18- and 36-ps structures. The simulation 
time period was 90 ps, and the simulations were carried out in the for­
ward (X = 1 -» O) and backwards (X = O -* 1) directions for a total of 
180 ps of simulation time. 

Results and Discussion 
In order to identify the binding loci we made use of MD sim­

ulations. We started our MD simulations by placing the CO2 

molecule in a number of different positions within the HCAII 
active site (see computational procedure section). Within the 
equilibration period (9 ps) we found that only two sites were ever 
occupied. Thus, only two MD simulations were carried out for 
126 ps. These two MD simulations indicate that there are two 
binding sites for CO2 near the zinc ion, each of which have dif­
ferent affinities for CO2 (see below). The first binding pocket 
is about 4 A away from the zinc ion (Zn-C) and is surrounded 
by VaI 121,143,207, Trp 209, Leu 198, His 119, Thr 199, and 
the residue consisting of Zn-OH. This pocket is surrounded by 
hydrophobic residues, and from the crystallographic studies it has 
been identified as the deep-water site.9 The second pocket is about 
5 A away from zinc and is formed by His 64,94,96, Ala 65, Asn 
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Table III. Further Analysis of the Zn-C Distance" 
Zn-C distance 

min, A max, A (Q), A 
run I4 

0-18 ps 3.45 4.84 4.17 
18-36 ps 3.49 5.57 4.14 
36-54 ps 3.44 5.11 4.04 
54-72 ps 3.41 5.48 4.20 
72-90 ps 3.32 5.30 4.04 
90-108 ps 3.37 5.27 4.16 
108-126 ps 3.43 5.47 4.27 

run 2C 

0-1 ps 4.55 6.43 5.29 
18-36 ps 3.90 6.66 5.07 
36-54 ps 3.47 5.95 4.53 
54-72 ps 3.91 6.14 4.89 
72-90 ps 3.76 6.30 4.73 
90-108 ps 3.66 6.76 4.91 
108-126 ps 4.12 6AQ 5.08 

"The atom labels are as follows: CO2: C; Zn-OH: Zn. 'Run 1 
started from the coordinate set where the CO2 was in the deep-water 
pocket and covered 126 ps. cRun 2 started from the first coordinate 
set described in the computational procedure section and it covered 126 
ps. 

244, Tyr 7, Phe 93, and Thr 200. This pocket is about 5 A at 
the mouth, is 5 A deep, and is surrounded by mostly hydrophilic 
residues, in contrast to the previous pocket. We find that the CO2 

molecules stay in these locations for the whole course of our 
simulations. 

Table II gives the average, maximum, and minimum Zn-C, 
Zn-Ol, Zn-OZ, and Zn-02 distances for both of the simulations. 
The nonbonded distances from run 1 indicate that the CO2 

molecule is more tightly constrained than the CO2 of run 2. 
Interestingly, nonbonded distances involving the CO2 carbon have 
smaller fluctuations than do the distances involving Ol and 02 , 
which indicates, perhaps, that the motion parallel to the O - C - 0 
axis is less constrained than is its motion perpendicular to this 
axis. In Table III we break down the fluctuations in the Zn-C 
nonbonded distance into 18-ps sections. These numbers indicate 
that the fluctuation in this value for run 1 is relatively constant 
in each of the 18-ps windows, while for run 2 there is significantly 
more variability in the average value in each 18-ps time period. 
This further indicates that CO2 is more constrained in the 
deep-water pocket than it is in the more remote site. In conclusion, 
these numbers along with visual inspection of the trajectories (MD 
movies) indicate that the CO2 molecule remains in these regions 
of the active site throughout the MD simulation. This is un­
derstandable because CO2 is a nonpolar molecule (AGM|(exp) = 
0.0 kcal/mol at 298 K25) and would prefer to interact with a less 
polar environment than water. Another interesting feature of these 
simulations is the motion of the cataiytically important residue 
His 64. The nonbonded distance between OZ and HND of His 
64 is given in Table II. For both simulations His 64 undergoes 
significant fluctuations, but in run 1 His 64 undergoes a rotational 
transition after about 90 ps of simulation time, while no such 
transition occurs in run 2 possibly due to the CO2 bound in the 
second site interfering with this process. While the observation 
of one such transition can hardly be deemed statistically significant, 
it does indicate that this sort of motion is not substantially hindered 
at 298 K, which is in agreement with the assessment that this 
group is involved in shuttling a proton from the active site to the 
outside environment.6 

We have evaluated the absolute free energy of CO2 binding 
with the aid of the following relationship,29 which can alternatively 
be derived from thermodynamic cycles:29 

EO »' ES AGenz 
S » 0 AG,0| 

E + S * ES AGbind 

AGbind - AG»nz + AG"I 
In order to do this we require two sets of simulations: one to 
evaluate the free energy of solvation for CO2 (S -* O, where O 
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Table IV. Computed Free Energies for E-CO2 — E-O" Scheme III 

90 ps 108 ps 126 ps AG„ 
1 -4.79, 4.8I' -2.93, 2.94 -3.98, 3.99 -3.91 ± 0.83 
2 -3.05,3.05 -2.68,2.62 -2.44,2.40 -2.71 ± 0.29 

"Coordinate and velocity sets from runs 1 and 2 were saved at 18-ps 
intervals past the 9-ps equilibration period. Run 1 corresponds to CO2 
binding to the more hydrophobic deep-water pocket near the zinc ion, 
whereas run 2 corresponds to the CO2 binding to the more hydrophilic 
pocket. For the free energy evaluations we used the 90-, 108-, and 
I26-ps coordinate and velocity sets. The simulation protocol for the 
MDFEP calculations is given in the computational procedure section. 
AU values reported in kcal/mol. 'The average values are given for EO 
— ES. The first number correspond to EO -» ES, while the second 
number corresponds to going in the ES - • EO direction. 

Table V. Computed Free Energies for CO2 — O" 

direction4 Ops 18 ps 36 ps 

forward -0.56,0.57 -1.51,1.52 -1.07,1.08 
backward 0.86,-0.85 -0.70,0.71 -0.21,0.22 

AG8,/ 

0.54 ± 0.78^ 

"Coordinate and velocity sets were saved at 18-ps intervals past the 27-ps 
equilibration period. For the free energy evaluations we used the 0- (27-ps 
equilibrated starting structure), 18-, and 36-ps coordinate and velocity sets. 
The details of the simulations are given in the computational procedure 
section. All values reported in kcal/mol. 'The forward direction indicates 
that the coupling parameter A is going from 1 to 0 and backwards indicates 
that it is going from 0 to 1. Each cell contains two numbers, which indi­
cates that for each individual run we have sampled in both the backwards 
(O -* S) and forward (S -* O) directions. See refs 4 and 5. Total average 
value for both forward and backwards runs in the S -* O direction. The 
experimental value for AG80](O -• S) is 0.0 kcal/mol at 298 K." 

implies that the substrate exists as a set of non-interacting dummy 
atoms, AGjoi) and the second to evaluate the free energy of binding 
of CO2 to the protein (EO -* ES, AGenz). This approach has been 
applied successfully to the evaluation of the free energy of asso­
ciation of two methane molecules.29 Our MDFEP simulations 
indicate that the binding pocket closest to the zinc ion binds CO2 

more tightly (-3.37 ± 1.14 kcal/mol) than the more distant one 
(-2.17 ± 0.83 kcal/mol). The results are summarized in Table 
IV and V. An experimental number for the binding of CO2 

(Affff*2) to the zinc-hydroxide form of HCAII at near neutral pH 
(7.5) is -2.2 kcal/mol (25 mmol).30 This number represents the 
maximum for this binding constant. However, when used in 
computer simulations of a proposed kinetic scheme for HCAII 
it is able to reproduce the experimental steady-state kinetic patterns 
of HCAII.30 Hence, we have chosen this value to compare our 
results to, but we note that no one has unambiguously identified 
the true affinity constant for CO2 binding to the active site of 
HCAII.6'30'31 With this in mind we find that one of our computed 
values is too high, while the other is in excellent agreement. 
However, if we assume, for example, that two CO2 molecules are 
binding at any one time to the enzyme we know that the true 
affinity constant for CO2 binding to HCAII would be dominated 
by the larger binding constant. Thus, the affinity constant that 
we would obtain from our theoretically determined individual 
binding free energies would be on the order of -3.37 kcal/mol 
(or 3.4 mmol) or tighter. Thus, our computed value is larger than 
expected, but it is reasonably close to the experimental value. 
These calculations suggest that the deep-water pocket is the high 
affinity pocket while the second site has a lower affinity for CO2, 
which suggests that the deep-water site is the important catalytic 
site while the more remote site serves another function. 

The covalent binding sites on the zinc ion can be labeled as 
follows:9 In the case of four-coordination the binding site that 
retains the distorted tetrahedral arrangement around the zinc ion 
is designed A. The hydroxide ion in the zinc-hydroxide form of 
this enzyme binds in site A.9 In the case of five-coordination, two 
sites have been distinguished; the B site is pointing toward the 
deep-water pocket,9 which we have described as being the "high 

(29) Jorgensen, W. L.; Buckner, J. K.; Boudon, S.; Tirado-Rives, J. J. 
Chem. Phys. 1988, 89, 3742. 

(30) Lindskog, S. J. MoI. Catal. 1984, 23, 357. Silverman, D. A. Private 
communication. 

CO2 affinity" pocket. Site C is directly opposite site B and is the 
site at which a water molecule is bound in the HCAII-SCN 
structure.9 All of these sites are covalent binding sites. Thus, 
we need a way in which to describe the CO2 binding sites we have 
observed, which are noncovalent. We propose Scheme III. If 
we consider our high CO2 affinity site as the A site, then we can 
call the low CO2 affinity site the E binding site in the active site. 
We next reorder the covalent sites around the zinc ion and label 
them as C (old A), B (old B), and D (old C). This model has the 
advantage that the labeling is sequential, starting with the base 
of the active site, and any new sites that are identified further 
out can be simply labeled F, G 

HCAII is considered a "perfectly evolved enzyme" because of 
its very high turnover number of 1 X 106 s"1.1,6 The rate-limiting 
step in the catalytic mechanism under physiological conditions 
is an intramolecular proton transfer from a zinc-bound water to 
His 64.6 Thus, the enzyme is not limited by the rate at which 
CO2 is bound to the enzyme. This implies that the flux of CO2 

molecules into the HCAII active site has to be very high. Thus, 
we can ask the question of what significance might the observation 
of multiple binding sites be to HCAII catalysis given that the 
enzyme is not diffusion limited at high substrate concentrations?6 

The function of multiple CO2 binding sites would be to first 
increase the capability of the enzyme to recognize and bind CO2 

molecules (i.e. increasing the effective "target area"). Thus, this 
would enhance the likelihood of a CO2 molecule diffusing toward 
the active site of HCAII being recognized and bound. Fur­
thermore, the E binding site can serve as a reservoir for CO2 

molecule(s), which can be transferred from the E site when the 
A site is empty. The A site then places the CO2 molecule in an 
orientation that is favorable for CO2 to react with the zinc-
hydroxide form of the enzyme. Hence, the second function of 
multiple binding sites would be to enhance the rate at which CO2 

molecules diffuse within the active site. 
Is there any evidence in the carbonic anhydrase literature that 

suggests that two (or more) CO2 molecules may be bound at any 
one time? Bertini et al.12'3' in light of their work on inactive 
Cu-CA have indeed suggested this as being one of two possible 
explanations for their results (the other being one CO2 directly 
bound to zinc).31 The experiments of Bertini et al.12,31 and Led 
et al.10 (Mn-CA), which used inactive and slightly active enzymes, 
respectively, both have bicarbonate as a ligand to the metal ion. 
Thus, these studies are actually investigating the binding of CO2 

to the CA-bicarbonate adduct. From a simple computer graphics 
analysis we find that if we bind bicarbonate to the active site metal 
ion in either a four- or five-coordinated configuration, we effec­
tively "block off the A binding pocket, thereby interfering with 
CO2 binding to this site. This suggests that these experiments 
were examining the binding of CO2 to other sites in the active 
site cavity (possibly our E site). The hallmark of these experiments 

(31) Bertini, I.; Luchinat, C; Monnanni, R.; Roelens, S.; Moratal, J. M. 
J. Am. Chem. Soc. 1987, 109, 7855. 
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were low binding affinities12'31 and long metal ion to CO2 carbon 
distances,10'12,31 which would be more consistent with binding to 
a site other than the A site. 

Further analysis of the MD trajectories has provided us with 
some qualitative insights that may have important implications 
for the function of the enzyme.32 (1) The A site places the CO2 
molecule in such a way that it is "perfectly" aligned to react with 
the hydroxyl oxygen bound to the zinc ion at the active site (the 
CO2 carbon to hydroxyl oxygen distance is 3.0 A). Thus, given 
our observed structures, it appears likely that once CO2 binds to 
this site it is nicely positioned to subsequently react to form the 
zinc-bicarbonate form of the enzyme.32 (2) The Thr 199-HO-Zn 
hydrogen bond appears to be very strong and not fluxional. Thus, 
we have suggested that the function of this interaction is to "lock" 
the hydroxyl hydrogen in the zinc-hydroxide form of the enzyme 
in what we will call the down position. In this orientation the lone 
pairs on the hydroxyl bound to the zinc ion are pointing toward 
the CO2 molecule bound in the A binding site. If this hydro­
gen-bonding interaction was not present one might imagine that 
the zinc bound hydroxyl would be able to freely rotate, thereby 
potentially interfering with CO2 binding and subsequent reaction.32 

Conclusions 
With the aid of two 126-ps MD simulations we have identified 

two CO2 binding sites in HCAII, which we have labeled as the 
A and E binding sites. Analysis of these trajectories demonstrates 
that the A site provides a rather restrictive environment for the 
CO2 molecule while the E site is less so. Using free energy 
perturbation simulations we have evaluated the absolute free 
energy of binding for CO2 interacting with these sites. We find 
that the A site has a greater free energy of binding (-3.37 
kcal/mol) than the E site (-2.17 kcal/mol). While these binding 
free energies are not quantitatively correct when compared to 
experiment they make sense from a functional perspective. Thus, 
the A site one would expect to be the reactive pocket due to its 

(32) Merz, K. M., Jr. J. MoI. Biol. 1990, 214, 799. 

Introduction 
Solvolysis of 4-exo- and 4-e/trfo-protoadamantyl derivatives 

proceeds' with an exo/endo reactivity ratio of ~ 104. The products 
of solvolysis of 4-exo-protoadamantyl 3,5-dinitrobenzoate were 
exclusively 2-adamantyl derivatives.1 The rearrangement has 

(1) Lenoir, D.; Hall, R. E.; Schleyer, P. v. R. J. Am. Chem. Soc. 1974, 96, 
2138-2147. 

proximity to the zinc ion, and therefore one might expect that it 
should have a greater binding affinity than does a more remote 
site like the E site. 

Liang and Lipscomb33 have recently studied this problem using 
MD simulations and they have identified a total of three binding 
sites in the HCAII active site, two of which are similar, but not 
identical with our A and E sites. The third site, which is further 
out in the active site cavity, we will label as the F site. The addition 
of other binding sites fits in with our proposal that more binding 
sites increase the ability of HCAII to bind and to diffuse CO2 
molecules into the A binding site. 

Our results provide suggestions for site-directed mutagenesis 
experiments that could be performed in order to further our 
understanding of the catalytic mechanism of HCAII and, in 
particular, the step involving the association of CO2 with the 
protein. For the E site one could mutate Ala 65 into a larger group 
that would fill up this pocket and inhibit CO2 binding, while for 
the A site mutating VaI 143 into a larger group would block off 
this site. We look forward to these experiments being done along 
with high-pressure X-ray studies aimed at addressing this issue. 
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been shown to proceed with retention of configuration of the 
oxygen moiety.2 On the other hand, solvolysis of the 4-endo 
tosylate (endo-l-OTs) under some conditions gave predominantly 
2-adamantyl derived products but also some 4-e/u/o-proto-
adamantanol. No 4-exo-protoadamantanol was detected.1 

Acetolysis of 2-adamantyl tosylate (2-0Ts) under buffered con-

(2) Nordlander, J. E.; Haky, J. E. J. Org. Chem. 1980, 45, 4780. 
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Abstract: The 4-protoadamantyl cation region of the C10H15
+ potential energy hypersurface is searched by means of RHF-SCF 

calculations and the ST0-3G, 6-3IG, and (in part) 6-3IG* basis sets. Two structures are found. The structure with Cs symmetry 
is postulated to be the primary intermediate in the solvolysis of 4-e«rfoprotoadarnantyl derivatives. It is calculated to be 8 
kJ/mol less stable than the second structure which has no symmetry. The asymmetric cation is postulated to be the primary 
intermediate in the solvolysis of 4-exo-protoadamantyl derivatives. It is 7 kJ/mol less stable than 2-adamantyl cation to which 
rearrangement is hindered by a very small barrier. Rearrangement of the Cs structure is expected to be hindered by relatively 
large barriers. It may be generated directly from bicyclo[4.3.1]dec-3-en-8-yl derivatives. The Cs cation is characterized by 
IGLO calculations of 13C and 1H NMR chemical shifts. 
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